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ABSTRACT
Although Artificial Intelligence (AI) is being increasingly applied, considerable distrust 
about introducing “disruptive” technologies persists. Intrinsic and contextual factors 
influencing where and how such innovations are introduced therefore require careful 
scrutiny to ensure that health equity is promoted. To illustrate one such critical approach, 
we describe and appraise an AI application – the development of computer assisted 
diagnosis (CAD) to support more efficient adjudication of compensation claims from 
former gold miners with occupational lung disease in Southern Africa. In doing so, we 
apply a bio-ethical lens that considers the principles of beneficence, non-maleficence, 
autonomy and justice and add explicability as a core principle. We draw on the AI literature, 
our research on CAD validation and process efficiency, as well as apprehensions of users 
and stakeholders. Issues of concern included AI accuracy, biased training of AI systems, 
data privacy, impact on human skill development, transparency and accountability in AI 
use, as well as intellectual property ownership. We discuss ways in which each of these 
potential obstacles to successful use of CAD could be mitigated. We conclude that efforts 
to overcoming technical challenges in applying AI must be accompanied from the onset 
by attention to ensuring its ethical use.
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INTRODUCTION
At a moment when the need to turn to online solutions is greater than ever, and artificial Intelligence 
(AI) is widely heralded as transformative, considerable distrust about introducing such technology 
persists [1]. The COVID-19 pandemic has sharpened attention to the potential for innovative uses 
of AI to provide timely access to information while minimizing personal exposures to the virus [2]. 
To illustrate what this can mean for a marginalized population, we focus here on an AI application 
in the form of computer aided detection (CAD) of silicosis and tuberculosis in active and former 
gold miners suffering from occupational lung disease in Southern Africa.

Since AI was first introduced in the 1940s, its uses have grown to become commonplace - from 
speech recognition to modern banking as well as myriad health-related purposes [3]. The driver of 
specific applications has primarily been the promise of improving the proficiency and efficiency of 
operations that draw on labour-intensive and imperfect human judgement for making decisions. 
But, as is common when new “disruptive” technologies are initiated, resistance may be provoked 
among those affected [4]. With this in mind, the use of machine learning to address global health 
equity challenges merits particular consideration not only of its benefits in identifying existing yet 
sometimes unobserved patterns to generate knowledge out of complex underlying data [5], but 
also of possible undesirable consequences of such application.

Within clinical medicine, AI has been widely used with success, such as for the early diagnosis 
and treatment of stroke [6], breast cancer detection [7], assessment of skin lesions [8] as well as 
analysis of chest x-rays (CXRs) for lung cancer [9]. As experience has been gained in implementing 
AI solutions, approaches for ensuring its responsible development have been advanced [10]. In 
this regard, a global health lens on harnessing AI technology to improve the welfare of historically 
marginalized populations should consider not only the risks of misuse or overuse, but also 
the benefits of mitigation measures that might be applied to avert the “opportunity cost” of 
underuse [11].

There has been active exploration of the potential benefits of harnessing such new technology 
in public health, including for the attainment of in the Sustainable Development Goals [12] and 
challenges such as tuberculosis (TB), a disease of huge global health concern [13]. In respect of 
TB, AI advancements have indeed been made through the use of artificial neural networks in 
computer-aided radiological detection (CAD) [14]. Algorithms are now available to accomplish 
tasks previously undertaken laboriously by human review of each image [15], with studies 
beginning to show equivalence when compared to human expert readers [16, 17]. However, 
before we began this project, none of the existing CAD TB models developed to date had been 
validated for use in populations with high rates of both TB and silicosis.

CONTEXT
In Southern Africa, a powerful legacy of social injustice has been the prevalence of occupational 
lung disease, particularly silicosis and TB, among the miners who produced so much wealth for the 
global economy [18–22]. A dominant feature of the labour system for South Africa’s gold mines 
has been oscillating migrant labour, with large numbers of migrant miners having left families in 
Botswana, Lesotho, Mozambique, Eswatini and elsewhere in Southern Africa, along with miners 
from regions within South Africa such as the Eastern Cape, to work in mines far from home [21, 22].

Besides causing silicosis [18, 19], silica inhalation in underground mining and the resultant silicosis 
increases the risk of active pulmonary TB [23, 24] as well as the risk of post-TB fibrosis [24, 25]. TB is 
further amplified in this population by the migrant labour system, high prevalence of HIV infection, 
and crowded transport and living conditions [18, 20–22, 26]. Importantly, TB can also result in 
lung changes that mask the appearance of silicosis or mimic it on the CXR, creating problems for 
diagnosis [25].

Although democracy was established in South Africa in 1994, failure to provide health surveillance 
for ex-miners in the post-apartheid era has left potentially hundreds of thousands throughout 
Southern Africa at risk of these diseases with limited or no access to health assessment and 
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treatment, nor to related financial compensation [19, 27, 28]. To address previously unmet 
needs, South Africa’s statutory compensation agencies, in the form of the Medical Bureau for 
Occupational Diseases (MBOD) and the Compensation Commissioner for Occupational Diseases 
(CCOD), have introduced mobile clinics and One Stop Centres to improve access to compensation 
for occupational lung disease [29]. In the civil arena, lawyers acting on behalf of gold miners, 
active and former, have recently pursued a successful class action suit for silicosis and tuberculosis 
against six gold mining companies [30].

Despite these efforts to improve access to medical examination and the submission of claims, a 
severe bottleneck has persisted in the medical adjudication processing of submitted claims within 
the statutory compensation system [29]. The average monthly backlog in claims in 2019 was 
over 12,000, while the average delay between the primary medical examination and certification 
for compensation from April 2019 to October 2020 ran at 577 days (Andre Fourie, personal 
communication). Besides the high volume of submissions, an important cause of the long delay 
is that relevant legislation requires a radiologist and a four-person medical panel to certify 
compensability or otherwise in all claims. Fewer than 28% of claims turn out to be eligible for 
compensation (ibid.). Also, 45% are claims for wage replacement for active TB in working miners 
(“temporary disability”), for which a much lower intensity of medical assessment is arguably 
needed than for permanent impairment or disease. However, all claims currently have to receive 
the same degree of assessment (Dr. N. Mtshali, MBOD Director, personal communication).

The project in which the authors are engaged was based on the expectation that triage of claims not 
requiring this resource-intensive five-person assessment procedure into a less resource-intensive 
but still accurate and fair process could greatly improve the efficiency of statutory processing of 
claims of ex-miners. One of the options explored for such triage was pre-classification of CXRs 
using CAD. The work therefore involved a validation study using carefully selected CXRs of four 
commercial CAD systems pre-trained on TB and silicosis against the radiologist and four-person 
panel [31]. This research indicated that CAD would be best used in this context to identify CXRs 
without silicosis or TB by offering a high degree of sensitivity (few false negatives) [32]. This study 
was followed up with a second validation trial using unselected CXRs from field screening of ex-
miners against expert readers outside the MBOD system [33]. This “real world” study yielded lower 
specificities for a given sensitivity, entailing a greater cost of false positives than suggested by the 
earlier trial [33]. Interpretation of these results with a view to application is underway with the 
active involvement of stakeholders.

In parallel, the MBOD instituted a two-tier system – one with the radiologist and four-person panel 
as before, and the other made up of two two-person panels to assess claims requiring a lower 
level of assessment; specifically, those not likely to have a compensable disease and those with 
TB, likely to be wage loss claims rather than needing assessment for permanent impairment. The 
further role of the two-person panels was to escalate potentially compensable claims for silicosis 
or TB permanent disease or impairment to the higher panel. The project (summarized visually in 
Figure 1) has so far shown promise in relieving pressure on the four-person panel and reducing 
the backlog in claims processing (Dr. Nhlanhla Mtshali, personal communication). The role and 
sustainability of CAD in practice, however, is the subject of ongoing research.

VIEWPOINT OBJECTIVE
In the process of undertaking this project, a number of broader systemic questions emerged in 
collaboration with our partners, issues which included but went beyond the accuracy of CAD. 
We identified these as being mainly of an ethical nature. Given the marked interest and growth 
in applying CAD in radiology, we believe that attention needs to be paid to ensuring that this 
technology is used in a way that is ethically sound and clearly introduced as such to those involved 
[34, 35]. We have therefore synthesized our observations with reference to the recognized 
biomedical ethics pillars [36] of beneficence (promotion of wellbeing); non-maleficence (avoidance 
of harm); autonomy (respecting the power to decide); and justice (promotion of solidarity)as 
well as an appreciation of global health as a frame for promoting health equity worldwide [37]. 
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We have added a fifth consideration, explicability (understanding and holding to account the AI 
decision-making processes) proposed by Floridi et al. [11] to draw attention to the importance of 
involvement of stakeholders when implementation is being planned [11].

This viewpoint highlights questions that we believe decision-makers and stakeholders should ask 
when undertaking development of CAD [38], and AI applications more broadly. Our perspective 
is based on our CAD research; the general AI implementation literature; clinical site visits; and a 
workshop with those responsible for the statutory compensation process and members of the 
Tshiamiso Trust, set up following the class action suit [30]. It also draws on our interaction with 
involved health practitioners, government decision-makers, AI vendors, and interested parties 
representing both workers and mining company interests, including in a final Zoom-workshop of 
over 50 participants to discuss the results presented here [33, 38].

APPLYING BIO-ETHICAL PRINCIPLES TO THE INTRODUCTION OF 
AN AI SYSTEM
Figure 2 provides a schematic of the five bio-ethical principles considered, with examples of 
questions to be asked in the introduction of a CAD system, and responsive actions to promote ethical 
outcomes. Table 1 provides our summary of the main arguments raised against using AI together 
with a consideration of counter-arguments and further implications. We discuss these below.

Figure 1 Alternative approaches 
for assessing compensation 
claim chest x-rays.
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Figure 2 Reflecting on principles 
of bio-ethics in relation to our 
CAD application.
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BENEFICENCE: DELIVERY OF BENEFIT

Uncertainty about the CAD system’s ability to accurately classify TB and silicosis to support the 
timely decision-making required within the compensation process is a primary source of mistrust. 
Particular apprehension among the advocates for ex-miner interests is the prospect of CAD 
generating “false negative” disease classification readings that would result in unjust rejection of 
claims.

As CAD use for TB screening and triage has increased and different proprietary systems enter 
the market, concerns about accuracy have come to the fore [17, 39]. A recent systematic review 
of studies of CAD diagnostic accuracy identified a number of technical elements that should 
be included in studies to improve clinical applicability of future CAD studies [17]. These include 
describing how the CXRs were selected for training and testing; using CXRs from distinct databases 
for training and testing; employing a microbiologic reference standard in order to evaluate the 
accuracy of CAD in the case of TB; and reporting the threshold score to differentiate between a 
positive or negative CXR alongside a description of how this was determined.

In this project, the best performing CAD system in the first trial was found to have a sensitivity 
and specificity each of 98.2% when identifying the presence of “tuberculosis or silicosis,” offering 
high promise of an effective screening tool [31]. In the repeated trial with a set of CXRs drawn 

THE CASE AGAINST USING AI 
(CONCERNS ENCOUNTERED IN THIS CASE)

COUNTER-ARGUMENTS OR MITIGATION ACTIONS NEEDED 

BENEFICENCE: do good 

AI is of value if accurate. 
(Concern about rejection of legitimate 
claims)

Rigorous monitoring and evaluation would 
need to continue after introduction to ensure 
satisfactory sensitivity and specificity – so 
that CAD systems continue to improve with 
feedback.

Committing resources for ongoing monitoring and 
evaluation real world applications. 

NON-MALEFICENCE: do no harm

Privacy and security of personal 
information could be compromised. 
(Concern that privacy will be breached in 
handling)

Privacy and security of data are equally 
of concern in systems that do not use AI. 
Arguably data protection measures could more 
easily be put in place in data-driven systems. 

Protocols covering access to data need to be written/
agreed upon by all users.

AI training could be subject to bias – 
for example, if trained against “gold 
standards” that are themselves inaccurate. 
(Concern about bias in development of AI)

The AI systems need to be repeatedly assessed 
for accuracy against different and independent 

“gold standards” to avoid the biases of any one 
group of experts.

Willingness to share databases alongside ongoing 
resource commitment.

AUTONOMY: power to decide

Reliance on AI could decrease availability 
of needed skilled experts and lead to de-
skilling of clinical judgment. 
(Concern that skilled experts will be 
displaced)

 If the system is used for triage, rather than 
replacement of human expertise, it would 
serve to make specialists’ time more efficient 
and reduce the cost burden of specialist 
services. Specialists would need to understand 
the limits of AI to avoid over-reliance on the AI. 

In the compensation context, there needs to be a 
strong understanding amongst all stakeholders that the 
intent is for triage rather than screening out. Ongoing 
monitoring is needed to ensure that complacency 
doesn’t take hold. Also, specialists should be trained to 
expect and look for false negatives and false positives.

Transparency could be diminished such 
that users are disempowered. 
(Concern that there will be less 
accountability)

Assumptions inherent in the systems should be 
transparent, including accuracy, i.e. sensitivity 
and specific for each type of assessment. 
Accountability would need to remain with 
clinicians who use the system and the medical 
professionals who sign off on cases.

Sustained commitment to openness and transparency 
is needed.

JUSTICE: promote solidarity

 Proprietary ownership of AI could make it 
prohibitively expensive for the public sector. 
(Concern that high cost of AI could limit 
its use)

As public sector data are being used to train AI 
systems, a priori agreement would need to be 
signed off to ensure that the cost to the public 
sector is reasonable. 

A change of payment provisions may be needed, as AI 
companies depend on royalty revenue unless access 
provisions are specified for public interest uses.

Table 1 The case for and against use of an AI application (Computer Assisted Diagnosis of silicosis and tuberculosis) for assessment of claims for 
occupational lung disease in miners.
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from a more realistic field setting, and a different set of readers, the sensitivity and specificity of 
the same AI system fell to 90.1% and 80.3%, which are still promising, however. These findings 
underscore the importance of using appropriate training and validation sets of CXRs, and the need 
for continual monitoring of CAD performance in use and in iterative machine learning. This project 
is the first to include CAD for silicosis, which would find application in the many silica exposed 
populations globally.

Differences in silicosis and TB reading between readers found in the second trial were consistent 
with what has been found in other inter-reader studies [40, 41]. This reminds us that human 
diagnosis is also prone to error, and that in this regard the use of AI for silicosis could potentially 
provide more consistent adjudication than that resulting from decisions left to diverse practitioners 
with variable skill levels.

With regard to the threshold for a positive disease classification, there is a desirable “bias” in the 
compensation context. This is to set the system to minimize false negatives (although at the cost 
of more false positives). This needs to be accompanied by awareness on the part of the medical 
adjudicators of the margin of machine error they are working with and the corresponding need for 
monitoring and corrective learning [32].

NON-MALEFICENCE: AVOIDANCE OF HARM

As the machine learning basis of AI applications hinges on commercial entities and researchers 
gaining access to large sets of health data from thousands of individuals, there is need to maintain 
the privacy and security of such data, even if eventually used anonymously for training. Recent 
data breaches of large swathes of personal health data have shown that researchers and those 
working with data using AI need to be cognizant of the risks [34]. In focusing on the ethical and 
legal issues related to AI in radiology, the Canadian Association of Radiologists Artificial Intelligence 
Working Group [35], emphasizes that:

Tempering the incentive to share patient data for AI training is the potential threat of 
patient privacy and confidentiality breaches. The collection, storage, and use of bulk 
medical data present additional challenges related to social acceptability and public 
perception, legislative obstacles, information technology barriers, and the risk of breaches 
in data security [42].

This domain has recently been regulated by the South African state in the form of the Privacy of 
Private Information Act [43]. Within the compensation system, this legislation will put additional 
pressure on those responsible for managing large archives of CXRs – in the arrangements with CAD 
providers as well as medical practitioners accessing these databases.

More generally with regard to AI application, the problem of more insidious and unrecognized 
biases has been raised. Dwivedi and colleagues caution that:

As human developers have written the algorithms that are used within AI based systems, 
it should not be a surprise that a number of inherent biases have slipped through into 
decision making systems. The implication for bias within AI systems is significant as 
people may end up being disenfranchised by incorrect logic and decision making [44].

As a specific example of this, we note that fewer than 10% of the high-risk workforce are women, 
and less than 2% of the claims in the MBOD database for silicosis and/or TB to date are from 
women (as women were recruited into production jobs relatively recently). In light of this, samples 
for machine learning need to start including CXR images from women to ascertain if the CAD 
performance on female chest images is significantly different from its accuracy on male images.

AUTONOMY: MAINTAINING THE POWER TO MAKE CHOICES

Striking the right balance between human agency and the value that can be gained from AI requires 
consideration of how specific options might be adopted as well as the potential for undermining 
the human capacities needed for oversight of AI use.
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One of the apprehensions about AI is that it could lead to de-skilling, as relevant professionals 
come to rely more heavily on the AI than on their own clinical judgement thereby undermining 
capacities for independent assessment. As defined by Topol, “automation bias” occurs when 
humans tend to accept machine decisions even when they are wrong [45]. However, it has 
also been shown that clinicians can be trained to avoid this [46]. Medical professionals need to 
understand the limits of AI and remain vigilant. In the compensation context, they should be 
prompted to expect and look for false negatives and false positives, and improve their skills in the 
process of checking the CAD [7].

It follows that it is necessary to have clearly established protocols as to next steps when the medical 
adjudicator disagrees with the CAD assessment. In other contexts, keeping up the diagnostic 
training of radiologists, occupational medical specialists and others who may be involved in the 
detection of occupational lung disease and TB, is needed. In resource poor settings where there is 
no radiologist back-up, the use of CAD by primary level practitioners responsible for screening for 
TB and silicosis has the potential to upskill them as well.

For autonomy, transparency in data acquisition, and indeed throughout the entire data pipeline 
[47], is needed to ensure full disclosure and representation. A recent study in this regard observed 
that data users such as government policy stakeholders as well as those speaking on behalf of 
hospital managers and/or doctors see the lack of transparency of AI algorithms as one of the 
biggest impediments to uptake of AI [48]. In contrast, this was not an expressed concern of data 
processors.

JUSTICE: PROMOTING BENEFIT AND SOLIDARITY

Even when the ability of the AI technology to improve health equity has been demonstrated, 
the process by which an AI application is introduced and implemented still merits attention, 
recognizing that the need for investment in such pursuits may well prompt a comparative neglect 
of economically marginalized parties’ priorities. For example, while it is not uncommon for AI 
technology itself to be developed with the aid of public sector resources, either directly in the 
development process or through sharing of datasets for training purposes or validation, subsequent 
commercialization and implementation by private companies can lead to barriers to subsequent 
access by potential beneficiaries with limited economic resources. Although open source software 
has been used in the development of CAD systems, commercial systems predominate in clinical 
applications [17], and are the basis of the experience described in this piece.

This problem is analogous to that of a new drug being unaffordable to those who participated in 
its research trials. The business model of private enterprises requires them to maximize the return 
on their investment, creating for the market leaders a potential for monopoly dominance in supply 
and pricing. To promote social good as the focus and rationale for innovation, ways need to be 
sought to keep choices open and costs affordable for the public sector. Failure to consider this 
could undermine trust in potentially beneficial applications.

There is also a need to consider the situation where innovative technology fails to be used. In 
situations where market demand is too weak to drive investment in AI application and where the 
responsible public institutions have not responded, the failure to use available technology could be 
seen as maintaining inequalities. In South Africa, there has been considerable social pressure for 
redistributive justice for gold-miners – via political channels and via civil litigation [49]. However, 
this solidarity needs to be carried though to ensure that eligible claimants, many of whom living in 
poverty, actually see the funds put into their bank accounts. This puts the spotlight on the timely 
use of technological innovations to benefit those in need.

DISCUSSION
Introducing new technology in healthcare is thus far more than a technical efficacy matter, as a 
much wider set of issues must be considered regarding how implementation can alter decision-
making and related social processes. There may be sharp differences in how different stakeholders 
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perceive the changed distribution of benefits and other consequences when established patterns 
are disrupted [4]. Moreover, in lower-income settings marked by power inequalities, negative 
effects may be pronounced [50]. Recognizing these concerns, alongside the benefits, is needed to 
optimally achieve the potential of AI solutions.

In 2018, the Canadian Institutes of Health Research (CIHR) held workshops related to the theme 
of AI and health equity [47]. In addition to considering broad solution areas where new application 
could be pursued, attention was drawn to the degree to which innovations, as they are developed 
and implemented, respond to the needs of outliers and individuals from under-represented groups 
rather than the usual voices:

AI & ML (machine learning) researchers should consider outliers and individuals from 
underrepresented populations by adopting a ‘lawn mower of justice’ (see Dr. Jutta 
Treviranus’s work) [51] approach which attempts to increase the influence of outlier and 
non-common voices by limiting the weight we put on data from the most represented 
groups (i.e. set a maximum number of data points that can be analyzed from any one 
group). …. Researchers should engage ethicists, people with lived experiences, and 
communities affected by research in developing AI tools from the beginning/design 
stages.

In our case, work is still underway to ensure that the algorithms developed are applicable to 
the specific disease features of this population of gold miners. As recently noted by Racine and 
colleagues [52], applications of AI in imaging and diagnoses, risk analysis and health information 
management, amongst others [45, 52], are being widely adopted, with predicted benefits 
including the promise of decreased healthcare costs and inefficiency. The urgency needed to 
address legacies of health and social injustice may thus provide a powerful incentive for adopting 
AI-based technology. However, there is a need to accompany empirical evidence of the validity/
reliability of this technology with open discussion of ethical implications of potential biases as well 
as full transparency about data inclusion/exclusion [53, 54], the decision-making process, and the 
ownership of the data upon which algorithms are developed [45, 52].

Floridi et al. emphasize that in considering the case for applying AI, explicability should be 
added as a fifth principle to complement the traditional four principles of beneficence, non-
maleficence, autonomy and justice that we have discussed above [11]. This requires providing 
clear communication on the questions, “how does it work?” and “who is responsible for the 
way it works?” The process of ensuring that solutions are developed with clarity and direct 
consideration of the concerns of stakeholders is fundamental to the integration of a disruptive 
technology in the area of health assessment where social injustice issues are central to its  
application.

CONCLUSION
It is timely to take stock of barriers that might undermine the advancement of AI innovation 
on behalf of those who have been socially marginalized. On the eve of the French Revolution, 
democratic rights champion Jean-Jacques Rousseau provocatively argued against pursuing 
“science and the arts” in society if doing so would be corrupted by narrow interests contrary to the 
public good [55]. Similar lines of argumentation have even been invoked to question the terms for 
promoting public health in general [56].

As discussed in this piece, there are mitigating measures that could be put in place to address 
each of the concerns raised about a particular AI application, which, we argue, are necessary 
to consider given the need to provide compensation to ex-miners in Southern Africa who have 
developed lung disease while creating enormous wealth. Within a global perspective, analogous 
opportunities for AI to provide benefit for marginalized populations should be similarly considered. 
While investment is needed to solve technical deficiencies, effort is also needed to ensure ethical 
application so that social justice is served.
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